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Abstract. Health problems due to emotion disorder should not be taken lightly because they 

have worse effects on health. Emotion disorder leads to prolonged stress and causes mental 

fatigue. Therefore, emotions need to be classified as early as possible. This classification 

result can be utilized to determine a person’s emotion and treatments required. In this paper, 

we proposed emotion classifier based on facial features. Here, we used Convolution Neural 

Network (CNN) to extract facial features from input images and classify them into 7 basic 

emotions: angry, sad, happy, neutral, fear, disgust, and surprise. Dept-wise separable 

convolution is applied, instead of the ordinary convolution in CNN, to reduce the number of 

trainable parameters so that the overall architecture of CNN can be made as simple as possible 

without compromising the accuracy. The simple architecture of the CNN allows us to make it 

work in real time. Our proposed method achieves an accuracy of 66% on 3.589 input images of 

FER2013 data set. 

1.  Introduction 

Emotion is a form of a person's response to environmental conditions. This is an important factor that 

needs to be considered in interacting with the others. Someone emotions cannot be known easily due 

to its nature as an unvoiced state of person [1]. However, along with the development of artificial 

intelligence and image processing,we can read a person’s emotion through a facial instrument.  

Research in Facial Emotion Recognition (FER) has been developed since 1970. Research was 

initiated by Paul Ekman [2] who developed the Facial Action Coding System (FACS) to classify 7 

basic human emotions: anger, sadness, happiness, neutral, fear, disgust, and surprise. Later, Research 

[3] started to apply the machine learning algorithm in FER system to improve its accuracy. This 

system uses an ideal images such as ideal colors, ideal contrast, and ideal backgrounds. So this system 

has a drawback for the face images taken naturally [4]. 

Many applications such as security systems, interactive Human-Computer Interaction, job 

interview, business and marketing purposes used FER to classify person’s emotion. This output 

classification can be used to support a decision making. For example, person’s emotion detected by 

FER can be used as consideration for accepting or rejecting candidates in a job interview.   

In recent year, all method used to solve image-related tasks such as images detection and image 

classification [5] are developed based on Convolution Neural Network (CNN). Convolution Neural 

Network is a subfield of artificial intelligence that has outstanding performance in computer vision 

task. Unlike ordinary neural network method, the convolution layer in CNN allows us to extract the 
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feature of input image automatically. This layer eliminates the computation process of feature 

extraction in ordinary Neural Network [4]. 

In this paper we proposed real-time Facial Emotion Recognition (FER) based on Convolution 

Neural Network to classify 7 basic emotions : “angry”, “sad”, “happy”, “neutral”, “fear”, “disgust”, 

and “surprise”. Dept-wise separable convolution is applied in CNN to reduce the trainable parameter. 

The performances of proposed FER have been validated in a real-time Emotional level Detector which 

provides face detection and emotional classification.  

2.  Related Work 

Researches of Facial Emotion Recognition (FER) are initialized by adopting facial action coding 

system (FACS) to design a framework of basic human emotions. FACS system provides a way for 

detecting a facial emotion based on the movement of face muscle that arranges the person’s emotion. 

Along with the development of artificial intelligent and computer vision, classification of facial 

emotion is carried out using the machine learning methods such as K-Nearest Neighbors (KNN) and 

Support vector Machine (SVM) [6]-[9].  

As a reinforcement learning method, CNN grow rapidly in recent year. CNN has outstanding 

performance in computer vision tasks, including in facial-based emotion classification. Convolution 

layer in the CNN allow us to extract the image features automatically. So that only simple pre-

processing is required before the features are fed to the fully-connected layer for training process 

[10]. The number of trainable parameters feeded to fully connected layer needs to be considered. The 

fewer parameter, the simpler neural network structure. For a FER system, the number of parameter is 

minimized by capturing the face area firstly and extracts its features later, so that the size of input 

image can be reduced [11].  

Even though the feature extraction has been carried out, fully-connected layer is still considered to 

contain most of the parameter in CNN. For example, VGG [9] still uses 90% of all input parameters 

for their last fully connected layer. Modern architectures such as Inception V3 [12] reduce the number 

of trainable parameters by implementing a global average pooling operation in the last layer instead 

the fully-connected layer. Global average pooling convert each feature map into a scalar value by 

taking average over all features map component. Recent architecture, Xception [5], use Depth-wise 

separable convolutions to reduce further the amount of trainable parameters by separating the feature 

extraction process. 

3.  Theory 

3.1.  Convolutional Neural Network 

Convolutional Neural Network or commonly abbreviated as CNN is a machine learning algorithm that 

has reliable performance in processing two-dimensional data such as image. CNN can be used to 

detect and recognize certain objects based on the image input. CNN is developed from artificial 

neural network and it is a kind of supervised learning method. Generally, CNN consist of three type of 

layer as shown in figure 1. First layer is convolution layer, utilized to extract the feature from input 

images [13]. Some filters (kernels) are convolved with the input image to extract its features. The 

second layer is pooling layer. Pooling layer is used to reduce the dimension of the input image. There 

are 2 types of pooling layer: maximum pooling and average pooling. And the last layer is fully-

connected layer. This layer is responsible for classification at the end of the network architecture.   
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Figure 1. Architecture of CNN 

 

3.2.  Depth-wise Separable Convolutions 

Ordinary CNN convolves a number of filters across the channels input as shown in figure 2. For 

simple networks architectures, ordinary CNN will work properly. But, for deep networks, convolution 

generates a large number of trainable parameter and is computationally costly. For example, an image 

consist of  L channel input and  𝐶𝑖 × 𝐶𝑖 pixel size  for each channel. Each input channel is convoluted 

to P kernels of size n × n. The number of multiplications for this convolution process are : 

 

𝐶𝑜𝑛𝑣𝑜𝑙𝑢𝑡𝑖𝑜𝑛 = (𝑛 × 𝑛) × (𝐶𝑜 × 𝐶𝑜) × 𝐿 × 𝑃 

 

where 𝐶𝑜 = 𝐶𝑖 − 𝑛, is the dimension of the output channel. 

 

 

 
Figure 2. Ordinary Convolutions 

 

Depth-wise Separable convolutions [14], offer a method to reduce the number of computation and 

parameter in convolution process. The main idea of a this method is separate the spatial cross-

correlation from the channel cross-correlation [5]. Depth-wise Separable convolutions consist of 2 

convolution step: depth-wise convolutions and point-wise convolution as shown in Figure 3. In the 
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first step, every L input channels is convoluted to single kernel n×n size separately compared to all 

channels in ordinary convolution. The number of multiplication for this convolution process is  

 

𝐶𝑜𝑛𝑣1 = (𝐶𝑜 × 𝐶𝑜) × (𝑛 × 𝑛) × 𝐿 

 

Meanwhile for the second step, K filters 1 × 1 × 𝐿 size are convoluted to all channels in the output of 

previous step. This convolution process requires the number of multiplications as follows 

 

 

𝐶𝑜𝑛𝑣2 = (𝐶𝑜 × 𝐶𝑜) × 𝐿 × 𝑃 

 

The number of multiplications required for overall convolutions are the sum of the multiplications in 

the depth-wise convolutions and point-wise convolution. The number of multiplication and trainable 

parameter is reduced by 
1

𝑃
+

1

𝑛2
 compared to ordinary convolution [15]. 

 

 

 
Figure 3. Depth-wise separable convolution 

4.   Proposed Model 

 We proposed real time Facial Emotional Detection based on convolution neural network with 

depth-wise separable convolution layer. The proposed model contains 4 depth-wise separable 

convolution layer where each layer is followed by Batch normalization operation and a Rectifier 

Linear Unit (ReLU) activation function. Since we use depth-wise separable convolution layer, the 

trainable parameter can be reduced significantly compared to ordinary CNN. In this proposed model, 

the number of parameter is reduced from 600.000 parameters to 60.000 parameter. Softmax activation 

function and global average pooling in the last layer are utilized to generate a prediction.  This 

architecture is inspired by mini Xception model in [16] and [5]. The final architecture of proposed 

model is shown in figure 4.  
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Figure 4. Architecture of proposed model 

5.  Experiment Result 

The proposed model above is trained in the FER-2013 dataset by Kaggle [17].  FER-2013 consist of 

35.887 grayscale images. Each image contains person’s facial expression with size 48*48 pixels. This 

data set is split into 3 types of data: 28.709 for data train; 3.589 for validation, and 3.589 for testing. 

Figure 5 show the example images in FER-2013 data set. 

 

 

 
Figure 5. Facial expression images in FER-2013 data set 

 

As previously stated, 80% of the images in the FER-2013 dataset are used to train the proposed 

CNN model. The training process is done for 102 epoch in a computer with specifications shown in 
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table 1.  Overall, our proposed model get accuracy of 66% for emotion classification in FER-2013 data 

set. The result classify the person’s facial emotion into 7 category : “angry”, “disgust” , “scarred”, 

“happy”, “sad”, “surprised” and “neutral”.   

 

Table 1. Computer specification 

Operating system  Windows 7 

Processor Intel Core i7 – 16 GB RAM  

Python version 3.6 

GPU NVIDIA Quadro K1000M 

 

An example for our emotion classifier system can be seen in figure 6 which is containing face 

detection and emotion classification. In table 2, we provide the accuracy of our proposed emotion 

classifier. Here, happy classification gets the highest accuracy. This indicates that happy emotion is 

easy to be recognized.  But, sme misclassification is occurred for all emotion categories. For example, 

our model classifies “scarred” instead of “sad”, or classify “scared” instead of “angry”.  This is 

because in some perspective, the scarred emotion can be interpreted as sad emotion. 

 

 
Figure 6. Result of real-time emotion classifier system 

 

Table 2.  Classification result 
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6.  Conclution 

The model of CNN for emotion classification was presented in this paper. This model, inspired by 

Xception model, uses the dept-wise separable convolution layer to reduce the number of parameter 

from 101K to 33K parameters. Our proposed model get an accuracy 66% in classifying 7 basic 

emotion : “angry”, “disgust” , “scarred”, “happy”, “sad”, “surprised” and “neutral”. Happy emotion 

get the highest accuracy. But our model get the lowest accuracy of 31.10 % for disgust classification. 

Overall accuracy is still low. For future work, the performance of classifier must be improved by 

redesigning the model architectures.  
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